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Abstract- Brain tumor is a life threatening disease. Thairbcontains more than 10 billion working brainigel
The damaged brain cells are diagnosed themselvsgliftyng to make more cells. This regeneratidetaplace

in an orderly and controlled manner. If the regatien of the cells gets out of control, the celi wontinue to
divide developing a lump which is called tumor.tms paper a Brain Cancer Detection and Classifinat
System has been designed and developed. The systsrcomputer based procedures to detect tumadksbloc
and classify the type of tumor using Artificial Nalu Network in MRI images of different patients kit
astrocytoma type of brain tumors. The image prangstechniques such as histogram equalization, émag
segmentation, image enhancement, and feature tatrdmve been developed for detection of the biaimor

in the MRI images of the cancer Detected patients.

Index Terms- Brain Tumor, MRI, GLCM, ANN.

1. INTRODUCTION classification on different types of brain tumors.
The main purpose of the project is to successfullyhe image processing techniques like histogram
detect brain tumor and classify it with the aid ofequalization, image segmentation, image
Artificial Neural Network (ANN) The objective of ¢h enhancement and then extracting the features using
system is to provide quality software for detectafn Gray Level Co-occurrence Matrix are used for
brain tumor in humans. The aim of the project is tenhancing the features of the images. Extracted
detect if a patient is infected with brain tumoran features are stored in the knowledge base[2,3]. A
non-invasive way. In the current scenario radictegi suitable Neuro Fuzzy Classifier is developed to
go through the MRI images of a patient to detetiif recognize the different types of brain cancers. The
has a brain tumor. The classifications of brain MR$system is designed to be user friendly by creating
data as normal and abnormal are important to pruf&aphical User Interface (GUI). The designed and
the normal patient and consider only those who haweveloped system works in two phases namely
the possibility of having abnormalities or tumor[1] Learning Phase and Testing Phase. In
The shortage of radiologists and the large voluie d.earning/Training Phase the ANN is trained for
MRI to be analyzed make such readings labadiecognition of different types of brain cancer[2,4]
intensive and cost expensive. This calls for an The known MRI images are first processed through
automated system to analyze and classify all thearious image processing steps such as histogram
medical images. In dealing with human life, theequalization, thresholding and sharpening filtes. et
results of human analysis involving false negativand then textural features are extracted using Gray
cases must be at a very low rate. A double reagling Level Co-occurrence MatrixThe features extracted
medical images could lead to better tumor detectioare used in the Knowledge Base which helps in
Recent study has shown that the classification @uccessful classification of unknown Imagé@hese
human brain in Magnetic Resonance (MR) images features are normalized in the range -1 to 1 anelngi
possible by supervised techniques such as Artificiés an input to Artificial Neural Network Based
Neural Network[1,2,4]. The proposed method willClassifier[3,5].
drastically reduce the time required for detectiml After scanning the algorithm of artificial Neural
classification of brain tumor. Increase the efficg Network it will get the result tumor is identifieat not
of detection and as a whole the system will drafific according to that will get the conformation & thin
reduce the time and cost to detect tumors. The mawill be classified the various stages in that gafer
scope of the proposed system is that due to itscetl there are four types grade I,ILIILIV will be dpse in
cost for the process of detection it can be used fa analysis window in this way tumor is classified.
everyone. We take scanned MRI image for the classification
of tumor. after that apply image processing techaiq
on that with the help of following figure we penfor
2. METHOD operation on that and identified tumors. in thisywa
The work carried out involves processing of MRItumor is identified and classified.
images that are affected by brain tumor, deteciuh
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With the help of ANN Classifier we can classify thed
Types of Tumor according to that types will beb
classified in the Result window [2, 4, and 6].
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3.1 Stageone: Tumor Segmentation.

The first step of the system is to isolate the tum
region from the rest of the image. With the help
image processing
Histogram EqualizationThe main problem in the
process edge detection in tumor is that the tumJ
appears very dark on the image which is ver
confusing. To overcome this problem, Histogra
Equalization was performe&egmentation divides a
image into its constituent parts. Segmentation kshou
stop when the edge of the tumor is detected, aad t
interest is to isolate the tumor from
background.
segmentation in order to obtain a binarized imag
with gray level 1 representing the tumor and gra
level O representing the background segmentation
determined by a parameter known as the Intensi}
Threshold. Each pixel in the image is compared wit
this threshold. If the pixel's intensity is highban the

various

main

Thresholding has

0
techniques such

its
for . i
g nonlinear system that learns to perform a fuorcti
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Threshold, the pixel is set to white, If it is lethan
the Threshold, it is set to black in the output.

M—1 vwN-1
T_Zizu Xj=o €ij*Mjj
— M—1 vN-1
Ei=0 Ej=ﬂ M;

Fig: 2 Equation for calculating threshold value.

Above equation is used for calculating Threshold
value T where row i is the 0 means its start from
initially & j is the column start from 0 & M is th
median of an image. With the help this equation we
can easily calculate the threshold value. After
calculating threshold value we get the segmented
image[2,3,7].

3.2. Stagetwo: Feature Extraction.

The features extracted are the property of the
texture, and are stored in knowledge ba3ée
extracted features are compared with the featufes o
trained dataset Images for classification Gray Leve
Co-occurrence Matrix (GLCM) features are used to
distinguish between normal and abnormal brain
tumors. Co-occurrence matrices are constructed in
four spatial orientations horizontal, right diaghna
vertical and left diagonal[7,9].

3.3. Stagethree: ANN classifier.

A suitable artificial neural network classifiés
esigned in this paper to identify the differemidy of
rain tumors. Artificial neural networks are compds
of different simple elements operated in parallel.
These elements are inspired from biological nervous
system. Each element in a network called neuros. Th
sum of multiplication of weights and inputs pluabi
at the node is positive then only output elemenés a

0generated. Means it discharges energy to next
Eement. Otherwise it doesn’t generate [2, 7].A ANN

assifier is used to detect candidate circumsdribe
tumor. ANN'S are networks of interconnected nodes.
Ihe input of a specific node is the weighted sum of
the output of all the nodes in which it is conndcte
he output value of a node is, in general, a noedf

r‘?unction (referred to as the activation functioffi)its

input value. The multiplicative weighing factor
Hetween the input of node j and the output of ridde
called the weight w2, 7, 9].

An Artificial Neural Network is an adaptive, most

n input/output map) from data. Adaptive means the
ystem parameters are changed during operation,
rmally called the Learning/Training phase. After
e training phase the Artificial Neural Network
parameters are fixed and the system is used t@ solv
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the problem at this stage. there have mainly twexplains the creation of an new user as a doctachwh
methods for performing operation in that feeds for the secure access for the system.Fig:4 sliosvs
Forward & Back-propagation we had implementindogin window of an s/w with the help of this doctor
Feed-Forward method where ANN's used in this studyan access the database for accessing images for
consist of one input layer, one or two hidden layer performing operation.Fig:5 shows the browsing of an
and one output layer. With back-propagation, thé@nage for a patient in this doctor can browse tHglM
input data (Extracted Features) is repeatedly ptede scanned image of an patient and load that image for
to the Artificial Neural Network, with each comparing database images.Fig:6 explains the
presentation the output of the neural network imgo segmentation of brain tumor image. Fig:7 explaies t
compared to the desired output (Grade of Tumor) arffowsing an tumor image from the database for
an error is computed[8,10]. comparison for train dataset with the patient brain
The Atrtificial Neural Network is used to adjust thetumor image to find presence of tumor in patients
weights such that the error decreases with eaddain image
iteration and the neural model gets closer andeclos
to producing the desired output. ANN is an algarnith 5. Conclusion.
in this case we have to apply this algorithm on

segmented image because of that will get the dpdcif The proposed approach using ANN as a classifier

for classification of brain images provides a good
tumor [10]. e -
§Iassn°|cat|0n efficiency as compared to other

In this paper we trained the neural network with 3 assifi Th vt it d .
MRI brain tumor samples. Total four classificationss 2SS!TIErs. The SensSitivity, Specilicity and a@y 1S

are in the brain tumors .Each of 10 samples fazethr also |m.proved. The prop_osed approach IS
different classes & 9 are of remaining one classall computationally effective and yields good resulisT

39 input MRI brain tumor samples are trained t@utomated analysis system could be further used for

neural network through  back prop‘,Ju‘:]‘,monclassification of images with different patholodica
learning/training. Train the neural network until i condition, types and disease status. The futurd sor

gives proper output [11] to improve the classification accuracy by extragtin
In the next stage i.e in recognize/testing thanore features and increasing the training data set.

unknown samples are applied to the trained network.
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